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Job Launching 

  Submits remote jobs to Chinook, Franklin, and 
workstations; easily supports new queue systems 
  Launches multiple jobs concurrently, to multiple 
machines 
  Monitors remote job progress with the option to 
terminate 
  Generates boilerplate text for job submission 
scripts which can be customized on a per-machine 
per-task basis 
 Interactive or batch jobs 
 User control over how to handle output files 
 Implemented with the Kepler workflow system 

Workflow and Tool Integration 

 Tasks are the execution of tools or 
sequence of tools.  Computational 
models are treated like tools. 
 Users initiate new tasks by double-
clicking on a task within the tree.  If a 
process or data is selected, the task 
tree will only show tools that can 
operate on the specified data 
 New tools are easily added through  
text file based registry; a registration 
user tool is planned 
 Tools can be executed locally or 
remotely 
 A wizard prompts the user for data 
files that can not automatically be 
determined based on the selection 
 Visualization tools are registered just 
like any other task and can be desktop 
tools like TecplotTM or those requiring 
a supercomputer to run 
 Programming model to plug-in 
custom wxPython GUIs to allow 
complex processing or visualization 

The Support Architecture for Large-Scale Subsurface Analysis (SALSSA) 
provides an extensible framework and sophisticated graphical user interface 
(GUI) and underlying data management system that simplifies the process of 
running models, managing simulation data, analyzing results and maintaining 
detailed records.  

SALSSA is being applied to a new hybrid numerical model being developed 
under the direction of Dr. Timothy Scheibe.  The framework currently supports 
the Surface Transport over Multiple Phases (STOMP) continuum code and the 
Smooth Particle Hydrodynamics (SPH) code which will eventually be integrated 
into a single hybrid model.  SALSSA is now being used in a validation study of 
the SPH model and has been applied to quasi 3d studies of a calcite 
precipitation problem using STOMP. 

Our goals are to: 

 Provide means to “handle” large, distributed, heterogeneous data sets 

 Supports a diverse range of tools and readily integrate new tools and models 

 Support model developers, users, and test/validation processes 

 Automate details records (provenance) collection 

Overview 

Provenance Tracking and Data Management 

Automatically keeps track of user activities including location of data files 
associated, metadata, and provenance. 

 Enables generation of multiple views including provenance graph and 
simulation table shown below 

 Supports automatic metadata extraction to create context aware views 

 Provides clear record that can be used for verification 

 Record can be used to be used to repeat activities such as validation testing 

 Flexible metadata model easily incorporates new metadata 
 Users can dynamically add/remove columns from the table for any metadata 
that has been collected 
 Automatically transfers all inputs for staging to remote workstations and 
then stores outputs back to the Alfresco Content Management System 
 Based on Sesame Resource Description Framework (RDF) and Alfresco 
content management system 

http://subsurface.pnl.gov/salssa 

Computational Models 
Surface Transport over Multiple Phases (STOMP) 
A general-purpose tool for simulating subsurface flow and transport 

Smooth Particle Hydrodynamics (SPH): 
A Lagrangian particle method for solving systems of partial differential equations  

Scope and Approach 
Hybrid Multiscale Geochemical Simulations 

*Model configurations 

*Provenance capture 

*Real-time monitoring 
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*Integrated vis. of 
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*future  

SALSSA is comprised of the components in the middle tier of this figure.  We are 
collaborating with several SciDAC centers and other groups to bring the best tools 
together in a single environment  that supports the development, validation, and use 
of the hybrid numerical model. 
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Custom Tool 
User Interfaces 

 Standard tools 
 User preferred tools 
 User developed tools 

 Default scripts 
 Power user scripts  Input file parameters 

 Output file results 

Extensibility Mechanisms 

User Environment 

Visualization 

The system is comprised of a user environment and a sophisticated 
data sub-system that manages provenance and keep references to 
simulation data that may be located on archives or compute systems.  
Scientists can extend the system to support new tools by modifying 
data files and scripts.  Tools are treated as black boxes.  For more 
sophisticated integration, a python-based programming model is 
available. 

  Parallel, remote visualization of large data sets with VisIt 
in collaboration with VACET and Prabhat (NERSC) 
  Wide range of tools  

 VisIt 
 Tecplot 
 General Mesh Viewer (GMV) 
 Plotting tools (gnuplot etc) 

  Sharing of visualization scripts 

Density distribution of SPH 
simulation in porous media 

Plans 

Visualization of SPH 
simulation provided by 
Kwan Lui Ma (UltraVis) 

SPH visualization with VisIt 

Chase JM, KL Schuchardt, G Chin, Jr, JA Daily, and 
TD Scheibe.  2008.  "Iterative Workflows for 
Numerical Simulations in Subsurface Sciences."  
In Proceedings of 2008 IEEE Congress on 
Services Part 1, pp. 461-464.  IEEE Computer 
Society, Los Alamitos, CA.  

Gibson TD, KL Schuchardt, and EG Stephan.  
2009.  "Application of Named Graphs Towards 
Custom Provenance Views."  In 1st Workshop on 
the Theory and Practice of Provenance (TaPP 
'09). 

Schuchardt KL, GD Black, JM Chase, TO 
Elsethagen, and L Sun.  2007.  "Process 
Integration, data management, and visualization 
framework for subsurface sciences."  Journal of 
Physics: Conference Series 78:012064, 1-5.  

Scheibe TD, AM Tartakovsky, DM Tartakovsky, GD 
Redden, P Meakin, BJ Palmer, and KL 
Schuchardt.  2008.  "Hybrid numerical methods 
for multiscale simulations of subsurface 
biogeochemical processes."  In Proceedings of 
SciDAC 2008: Journal of Physics, vol. 125, p. 
012054.  IOP Publishers, Bristol, United 
Kingdom. 

Publications 


   Development of hybrid visualizations in partnership with 
VACET and UltraViz 


   “Workflow” integration of visualization 

   “White box” integration of CCA 


   Provenance 

   Configuration control 

   Real-time monitoring 


   Comparative analysis 

   Automated validation runs 

   Explicit support for parameter space optimizations  

Data / Job 
Submission  

Service 

The “organizer” is the primary user interaction tool.  It is structured around the concept of a “study” 
where a single study is a collection of simulations and analysis tasks. The data associated with 
each task is automatically recorded along with provenance which results in the graph-based view 
shown above.  New tasks can be initiated based on existing tasks and their data.  The figure 
above shows some early work in performing a validation study of the SPH code. 

The “organizer” and other tools are implemented in Python and wxPython for cross platform 
portability. 

Task Execution 

The set of available tools is 
organized into categories.  A wide 
range of tools can be incorporated 
including: models, visualization 
tools, data transformation tools/
scripts, desktop tools, and custom 
tools. 

A custom  3D 
viewer for 
verifying that the 
STOMP grid 
and materials 
properties are 
properly 
configured. 

When no tools are “known” to handle a 
particular data type, the user is prompted to 
select a tool allowing easy integration of 
desktop tools such as users preferred editor 

Architecture 

A wizard will prompt for any 
inputs that cannot be 
determined from the user 
selection.  The prompting is 
determined by input file and 
parameters specified in the 
tool registration file. 

Customization of the 
wizard to support 
editing of STOMP 
input files and 
specification of a 
range of parameters 
for which separate 
simulations should be 
generated. 

Kepler 

Sesame / 
Alfresco 


