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Hybrid Multi-scale Modeling Frameworks

Many subsurface flow and transport problems of importance today
Involve coupled non-linear flow, transport, and reaction in media
exhibiting complex heterogeneity.
biological mediation
precipitation/dissolution fall into this class of problems. We are
developing a hybrid multi-scale modeling framework that integrates
models with diverse representations of physics, chemistry and biology
at different scales (sub-pore, pore and continuum). The modeling
framework takes advantage of advanced computational technologies
Including parallel code components using the Common Component
Architecture (CCA). A pore scale Smoothed Particle Hydrodynamics
(SPH) model has been built within the CCA framework.
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In particular, problems involving

reactions

and/or mineral

The Support Architecture for Large-scale Subsurface Simulation and
Analysis (SALSSA) software framework addresses the macro
modeling processes such as running simulations and analyzing their
results. SALSSA integrates workflow, data management, and
visualization supporting the development, validation, and use of the

SPH model.
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Fluid flow in porous media at velocities common in natural porous media (i.e., groundwater P> Data / Job - =
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flow) occur at low Reynolds numbers and therefore it is important to verify that the SPH M Service

model is producing accurate flow solutions in this regime. The SPH model contains oAt

parameters that do not appear in the corresponding incompressible Navier-Stokes .

equations and it is important to identify value ranges for these parameters that lead to good Sesame / \ I User Environment

solutions for the flow profiles in topologically complex media. These parameters include a Alfresco

speed of sound c, which manifests itself by introducing a finite compressibility into the flow,
and a weighting function diameter h that is roughly analogous to the grid spacing in grid-
based numerical methods. Ideally, solutions should be independent of these parameters in

some limit.
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The approach taken is to perform a series of simulations using relatively simple geometries

where the flow solutions can be compared against analytic results or numerical results
obtained using other methods, such as finite elements. The two flow geometries are slit
flow between two parallel walls and flow in a cubic array of periodic spheres. The slit flow
problem leads to a parabolic flow profile for which there is an analytic solution and the
periodic sphere problem can be modeled using standard grid-based numerical methods.
Both of the configurations will be simulated using SPH over a range of parameters and

compared to validated solutions.
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data associated with each task is automatically recorded along with provenance which results in -

the graph-based view shown above. New tasks can be initiated based on the type of an existing
task and its data. The figure above shows the graph view of the simulation and analysis task
graph for the validation study. A range of graph viewing and manipulation options are available.

Inputs and outputs for each task can be displayed by selecting the task.

Provenance Tracking and Data Management

Automatically keeps track of user activities including location of data files,
associated metadata, and provenance.

x Enables generation of multiple views including provenance graph shown
above and simulation table shown below

X Supports automatic metadata extraction to create context aware views

x Provides clear record that can be used for verification

X Record can be used to repeat activities such as validation testing

X Flexible metadata model easily incorporates new metadata

x Users can dynamically add/remove columns from the table for any
metadata that has been collected
x  Automatically transfers all inputs for staging to remote workstations and
then stores outputs back to the Alfresco Content Management System

x Based on Sesame Resource Description Framework (RDF) and Alfresco
content management system
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The SALSSA framework is comprised of a user environment that
supports the integration of a wide range of tools, a mechanism for The Pacific Northwest National Laboratory,

launching simulations to a variety of machines, a sophisticated data located in southeastern Washington State, is a
sub-system that manages provenance and keeps references to
simulation data that may be located on archives or compute systems,
and a mechanism to invoke tools located with the data. Scientists can
extend the system to support new tools by modifying data files and energy, national security and the environment,
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The Or g a n | SAnmilatiors View provides a spreadsheet view of associated metadata and
provenance information for selected simulation runs. These views are customizable, allowing
a user to add, remove, or reorder the data columns.
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Preliminary Results
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Validation of the SPH model is currently under way. Tens of parameter
configurations have already been executed and analyzed within the
SALSSA workflow environment. Results of a selected SPH validation
simulation run are shown above. Left. comparison of simulated velocity
profile along a cross-section through the slit; Center: Time variation of
simulated mean velocity as steady-state flow is approached; Right: Density
variations within the simulated flow field as a function of time. All variables
are presented in non-dimensional units.
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